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Abstract—In this paper, we aim to solve the infinite-time optimal tracking control problem for a class of discrete-time nonlinear systems using the greedy heuristic dynamic programming (HDP) iteration algorithm. A new type of performance index is defined because the existing performance indexes are very difficult in solving this kind of tracking problem, if not impossible. Via system transformation, the optimal tracking problem is transformed into an optimal regulation problem, and then, the greedy HDP iteration algorithm is introduced to deal with the regulation problem with rigorous convergence analysis. Three neural networks are used to approximate the performance index, compute the optimal control policy, and model the nonlinear system for facilitating the implementation of the greedy HDP iteration algorithm. An example is given to demonstrate the validity of the proposed optimal tracking control scheme.
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I. INTRODUCTION

THE OPTIMAL tracking problem of nonlinear systems has always been the key focus in the control field in the last several decades. Traditional optimal tracking control is mostly implemented by feedback linearization [9] or plant inversion [6]. However, on one hand, the controller designed by feedback linearization technique is only effective in the neighborhood of the equilibrium point. On the other hand, the exact inversion model of the plant is quite difficult to obtain, if not impossible. Therefore, it is necessary to study the direct optimal tracking control approach for the original nonlinear system. However, the earlier optimal control laws for nonlinear systems are mostly open-loop [1]. The difficulty for closed-loop optimal feedback control lies in solving the time-varying Hamilton-Jacobi-Bellman (HJB) equation which is usually too hard to solve analytically. To overcome the difficulty, some methods are proposed in [5], [8] and [15] for continuous-time systems and [17] for the finite-time tracking problem. To the best of our knowledge, there are no results on the infinite-time optimal tracking control for discrete-time (DT) nonlinear systems. For infinite-time optimal tracking problem, the main difficulty lies in the definition of performance index, because the performance index indices defined for finite-time tracking problem become invalid in infinite horizon. To overcome this difficulty, the definition of a new type of performance index will be introduced in this paper.

The approximate dynamic programming (ADP) algorithm, a powerful technique to solve optimal control problems, has been studied by many researchers [4], [7], [10]–[14], [16], [18]. However, most results are focus on the optimal regulation problem. There have been no results discussing how to use ADP to solve the infinite-time optimal tracking control problem for nonlinear systems, much less for DT systems. It is the first time that the optimal tracking control problem is solved by ADP algorithm, especially by the greedy Heuristic Dynamic Programming (HDP) iteration algorithm. In this paper, we will first transform the tracking problem into an optimal regulation problem, and then the greedy HDP iteration algorithm can be properly introduced to deal with this regulation problem. The main contributions of this paper include: 1) the proposal of a new type of performance index for infinite-time optimal tracking problems and 2) the development of an optimal tracking control law by tracking error and the transformation of the optimal tracking problem into an optimal regulation problem for DT nonlinear system.

II. PROBLEM FORMULATION

Consider a class of affine nonlinear systems of the form

\[ x(k+1) = f(x(k)) + g(x(k))u(x(k)) \] (1)

where \( x(k) \in \mathbb{R}^n \), \( f(x(k)) \in \mathbb{R}^n \), \( g(x(k)) \in \mathbb{R}^{n \times m} \), and the input \( u(x(k)) \in \mathbb{R}^m \). Here, assume that the system is strongly controllable on \( \Omega \subset \mathbb{R}^n \).

For infinite-time optimal tracking problems, the control objective is to design optimal control \( u(x(k)) \) for (1), such that the state \( x(k) \) tracks the specified desired trajectory \( \eta(k) \in \mathbb{R}^n \), \( k = 0, 1, \ldots \), where we assume that there exists a function \( \phi : \mathbb{R}^n \to \mathbb{R}^n \) satisfies \( \eta(k+1) = \phi(\eta(k)) \). We further assume that the mapping between the state \( x(k) \) and the desired trajectory \( \eta(k) \) is one-to-one. In the following part, for simplicity, \( u(x(k)) \) is denoted by \( u(k) \).

Define the tracking error as follows:

\[ z(k) = x(k) - \eta(k). \] (2)
For the time-invariant optimal tracking problems of linear systems, the performance index is generally defined as the following quadratic form:

$$J(\pi(0), u) = \sum_{k=0}^{\infty} \left\{ \pi^T(k) Q \pi(k) + (u(k+1) - u(k))^T R (u(k+1) - u(k)) \right\}. \quad (3)$$

However, for time-variant tracking problems in nonlinear environments, the problem is much more complex, and the aforementioned performance index may be invalid, i.e., $J(\pi(0), u)$ calculated by (3) may be infinity because the control $u(k)$ depends on the desired trajectory $\eta(k)$.

To solve this problem, we present the following performance index, which is derived from [17] and [20]:

$$J(\pi(0), w) = \sum_{k=0}^{\infty} \left\{ \pi^T(k) \overline{Q} \pi(k) + (w(k) - w(k-1))^T \right\} \times R (w(k) - w(k-1)) \quad (4)$$

where $\overline{Q} \in \mathbb{R}^{n \times n}$ and $R \in \mathbb{R}^{m \times m}$ are both diagonal positive definite matrices and $w(k)$ is defined as follows:

$$w(k) = u(k) - u_e(k) \quad (5)$$

and $w(k) = 0$ for $k < 0$. $u_e(k)$ denotes the expected control, which can be given as follows:

$$u_e(k) = g^{-1}(\eta(k)) (\eta(k+1) - f(\eta(k))) \quad (6)$$

where $g^{-1}(\eta(k))g(\eta(k)) = I$ and $I \in \mathbb{R}^{m \times m}$ is the identity matrix.

In (4), the first term means the tracking error and the second term means the difference of the control error. However, there still exists a problem that if only the tracking error and the difference of the control error are considered in the performance index, the system may oscillate. For example, the difference of the control error may be small but the error between the real tracking control and the expected tracking control may be large.

Therefore, it is necessary to define a new type of performance index for solving this kind of infinite-time optimal tracking problem. We propose a new type of quadratic performance index as follows:

$$J(\pi(0), u, w) = \sum_{k=0}^{\infty} \left\{ \pi^T(k) \overline{Q} \pi(k) + (u(k) - u_e(k))^T \right\} \times S (u(k) - u_e(k) + (w(k) - w(k-1))^T R (w(k) - w(k-1)) \right\} \quad (7)$$

where $S \in \mathbb{R}^{m \times m}$ is also a diagonal positive definite matrix and the other parameters are the same as those of (4).

Compared with (4), a new term $(u(k) - u_e(k))^T S (u(k) - u_e(k))$ is added to represent the error between the real and expected tracking controls. Via this performance index, not only the tracking error and the difference of the control error are considered but also the error between the real and expected tracking controls; therefore, the oscillation can be well prevented.

After the definition of such new type of performance index, in the following section, we mainly discuss the optimal tracking control scheme based on the greedy HDP iteration algorithm.

III. OPTIMAL TRACKING CONTROL SCHEME BASED ON GREEDY HDP ITERATION ALGORITHM

A. System Transformation

For simplicity, denote $v(k) = w(k) - w(k-1)$. Noticing that $v(0) = w(0)$, thus, we can obtain

$$w(k) = v(k) + v(k-1) + \cdots + v(0). \quad (8)$$

Define $z(k) = [\pi^T(k), \eta^T(k)]^T$. Thus, (7) can be written as follows:

$$J(z(k), v) = \sum_{t=k}^{\infty} \left\{ z^T(t) Q z(t) + v^T(t) R v(t) \right\} + \left[ v(t) + v(t-1) + \cdots + v(0) \right]^T S [ v(t) + v(t-1) + \cdots + v(0) ] \right\} \quad (9)$$

where $Q = \begin{bmatrix} \overline{Q} & 0^{n \times n} \\ 0^{n \times n} & 0^{n \times n} \end{bmatrix}$. According to (5) and (6), we can obtain

$$\pi(k+1) = -\phi(\eta(k)) + f(\pi(k) + \eta(k)) + g(\pi(k) + \eta(k)) (v(k) + v(k-1) + \cdots + v(0))$$

$$+ g(\pi(k) + \eta(k)) g^{-1}(\eta(k)) \times \left[ (f(\eta(k)) - \phi(\eta(k))) \right]. \quad (10)$$

Therefore, the optimal tracking problem of (10) is transformed into the optimal regulation problem of (11) with respect to $\eta$. Here, the optimal controller is designed by the state feedback of the transformed system (11). Thus, our next work is to design a controller $v(z(k))$ for (11) to regulate $\pi(k)$ and simultaneously to guarantee (9) is finite, i.e., admissible control [3].

B. Derivation of the Greedy HDP Iteration Algorithm

In this section, we will design the optimal tracking controller using the greedy HDP iteration algorithm.

According to the Bellman optimality principle and (9), the HJB equation comes out to be as follows:

$$J^*(z(k)) = \min_{v(k)} \left\{ z^T(k) Q z(k) + v^T(k) R v(k) \right\} + \left[ v(k) + v(k-1) + \cdots + v(0) \right]^T S [ v(k) + v(k-1) + \cdots + v(0) ] + J^*(z(k+1)) \right\} \quad (12)$$

where $J^*(z(k))$ is the optimal performance index of the optimal tracking problem.
In the greedy HDP iteration algorithm, the performance index and control policy are updated by recurrent iteration, with the iteration number \( i \) increasing from 0 to \( \infty \).

First, we start with initial performance index \( J_0(z(k)) = 0 \), and the control \( v_0(k) \) can be computed as follows:

\[
v_0(k) = \arg\min_{v(k)} \left\{ z^T(k)Qz(k) + v^T(k)Rv(k) \right. \\
\left. + [v(k) + v(k-1) + \cdots + v(0)]^T \times S[v(k) + v(k-1) + \cdots + v(0)] \right. \\
\left. + J_0(z(k+1)) \right\}. \tag{13}
\]

As there is no constraint for the system, we can obtain

\[
v_0(k) = -(R + S)^{-1}S(v(k-1) + \cdots + v(0)). \tag{14}
\]

Then, we update the performance index as follows:

\[
J_i(z(k)) = z^T(k)Qz(k) + [v(k-1) + \cdots + v(0)]^T \\
\times S(R + S)^{-1}R(R + S)^{-1} \\
\times S^T(v(k-1) + \cdots + v(0)) \tag{16}
\]

Thus, for \( i = 1, 2, \ldots \), the greedy HDP iteration algorithm can be used to implement the iteration between the following:

\[
v_i(k) = -\frac{1}{2}(R + S)^{-1} \left(2S(v(k-1) + \cdots + v(0)) \right. \\
\left. + \bar{g}^T(z(k)) \frac{dJ_i(z(k+1))}{dz(k+1)} \right)
\]

and

\[
J_{i+1}(z(k)) = z^T(k)Qz(k) \\
\left. + \frac{1}{4} \left(2S(v(k-1) + \cdots + v(0)) \right. \right. \\
\left. \left. + \bar{g}^T(z(k)) \frac{dJ_i(z(k+1))}{dz(k+1)} \right)^T \right. \\
\left. \times (R + S)^{-1}R(R + S)^{-1} \right. \\
\left. \times \left(2S(v(k-1) + \cdots + v(0)) \right. \right. \\
\left. \left. + \bar{g}^T(z(k)) \frac{dJ_i(z(k+1))}{dz(k+1)} \right) \right. \\
\left. + \left(-\frac{1}{2}(R + S)^{-1} \right. \right. \\
\left. \left. \times \left(2S(v(k-1) + \cdots + v(0)) \right. \right. \\
\left. \left. + \bar{g}^T(z(k)) \frac{dJ_i(z(k+1))}{dz(k+1)} \right)^T \right. \right. \\
\left. \left. + v(k-1) + \cdots + v(0) \right. \right. \\
\left. \left. \vdots \right) \right\}
\]

In the following section, we present a proof of convergence of the iteration between (16) and (17), with the performance index \( J_i(z(k)) \rightarrow J^*(z(k)) \) and \( v_i(k) \rightarrow v^*(k) \), as \( i \rightarrow \infty, \forall k \).

**Lemma 1** (cf., [2]): Let \( \hat{v}_i(k), k = 0, 1, \ldots \) be any sequence of control and \( v_i(k) \) is expressed as (16). Define \( J_{i+1}(z(k)) \) as (17) and \( \Lambda_{i+1}(z(k)) \) as follows:

\[
\Lambda_{i+1}(z(k)) = z^T(k)Qz(k) + \bar{v}_i^T(k)\bar{R}\bar{v}_i(k) \tag{18}
\]

If \( J_0(z(k)) = J_0(z(k)) = 0 \), then, \( J_i(z(k)) \leq \Lambda_i(z(k)), \forall i \). In order to prove the convergence of the performance index, the following theorem is also necessary.

**Theorem 1**: Let the sequence \( \{J_i(z(k))\} \) be defined by (17). If \( \bar{P}(k) \) for the system (10) is strongly controllable, then there is an upper bound \( Y \) such that \( 0 \leq J_i(z(k)) \leq Y, \forall i \).

**Proof**: Let \( \hat{v}(k), k = 0, 1, \ldots \) be any stabilizing and admissible control input. Define a new sequence \( \{P_i(z(k))\} \) as follows:

\[
P_{i+1}(z(k)) = z^T(k)Qz(k) + \bar{v}_i^T(k)\bar{R}\bar{v}_i(k) \\
\left. + [\bar{v}(k)+v(k-1)+\cdots+v(0)]^T \right. \\
\left. \times S[\bar{v}(k)+v(k-1)+\cdots+v(0)] + P_i(z(k+1)) \right\}
\]

with \( P_0(z(k)) = J_0(z(k)) = 0 \), \( J_i(z(k)) \) is updated by (17). Thus, we can obtain

\[
P_{i+1}(z(k)) - P_i(z(k)) = P_i(z(k+1)) - P_{i-1}(z(k+1)) \\
\vdots \\
= P_1(z(k+i)) - P_0(z(k+i)). \tag{20}
\]

Because \( P_0(z(k+i)) = 0 \), we have

\[
P_{i+1}(z(k)) = P_1(z(k+i)) + P_i(z(k)) \\
= P_1(z(k+i)) + P_1(z(k+i-1)) + P_{i-1}(z(k)) \\
= P_1(z(k+i)) + P_1(z(k+i-1)) \\
\vdots \\
+ P_1(z(k+i-2)) + \cdots + P_1(z(k)) \\
= \sum_{j=0}^{i} P_1(z(k+j)). \tag{21}
\]
According to (19), (21) can be written as follows:

\[
P_{i+1}(z(k)) = \sum_{j=0}^{i} \left\{ z^T(k+j)Qz(k+j) + \bar{v}^T(k+j) \right. \\
\left. \times R\bar{v}(k+j) + \left[ \bar{v}(k+j) + \bar{v}(k+j-1) + \cdots + \bar{v}(0) \right]^T \\
\times S\left[ \bar{v}(k+j) + \bar{v}(k+j-1) + \cdots + \bar{v} \right] + v(k-1) + \cdots + v(0) \right\} \\
\leq \sum_{j=0}^{\infty} \left\{ z^T(k+j)Qz(k+j) + \bar{v}^T(k+j) \right. \\
\left. \times R\bar{v}(k+j) + \left[ \bar{v}(k+j) + \bar{v}(k+j-1) + \cdots + \bar{v}(0) \right]^T \\
\times S\left[ \bar{v}(k+j) + \bar{v}(k+j-1) + \cdots + \bar{v} \right] + v(k-1) + \cdots + v(0) \right\}.
\]

(22)

Note that the control input \( \bar{v}(k) \), \( k = 0, 1, \ldots \) is an admissible control; thus, we can obtain

\[
\forall i : P_{i+1}(z(k)) \leq \sum_{j=0}^{\infty} P_{1}(z(k+j)) \leq Y. \tag{23}
\]

From Lemma 1, we have

\[
\forall i : J_{i+1}(z(k)) \leq P_{i+1}(z(k)) \leq Y. \tag{24}
\]

Thus, for \( i = 0 \), we can get

\[
J_1(z(k)) \geq \Phi_0(z(k)). \tag{27}
\]

Second, we assume it holds for \( i - 1 \), i.e., \( J_i(z(k)) \geq \Phi_{i-1}(z(k)), \forall z(k) \). Then, for \( i \), because

\[
\Phi_i(z(k)) = z^T(k)Qz(k) + v_i^T(k)Rv_i(k) + \left[ v_i(k) + v(k-1) + \cdots + v(0) \right]^T \\
\times S\left[ v_i(k) + v(k-1) + \cdots + v(0) \right] + \Phi_{i-1}(z(k+1)) \tag{28}
\]

\[
J_{i+1}(z(k)) = z^T(k)Qz(k) + v_{i+1}^T(k)Rv_{i+1}(k) + \left[ v_{i+1}(k) + v(k-1) + \cdots + v(0) \right]^T \\
\times S\left[ v_{i+1}(k) + v(k-1) + \cdots + v(0) \right] + J_{i}(z(k+1)) \tag{29}
\]

thus, we can obtain

\[
J_{i+1}(z(k)) - \Phi_i(z(k)) = J_i(z(k)) - \Phi_{i-1}(z(k)) \geq 0 \tag{30}
\]

i.e.,

\[
\Phi_i(z(k)) \leq J_{i+1}(z(k)). \tag{31}
\]

Therefore, the mathematical induction proof is completed. Moreover, from Lemma 1, we know that \( J_i(z(k)) \leq \Phi_i(z(k)) \); therefore, we can obtain

\[
J_i(z(k)) \leq \Phi_i(z(k)) \leq J_{i+1}(z(k)) \tag{32}
\]

which proves that \( \{J_i(z(k))\} \) is a nondecreasing sequence bounded by (24). Hence, we conclude that \( J_i(z(k)) \rightarrow J^*(z(k)) \) as \( i \rightarrow \infty \).

C. Procedure of the Algorithm

Now, we summarize the greedy HDP iteration algorithm for the nonlinear optimal tracking control problem as follows.

Step 1) Give \( x(0), i_{\text{max}}, \varepsilon, \) desired trajectory \( \eta(k) \), and control sequence \( u(0), u(1), \ldots, u(k-1) \).

Step 2) Compute \( z(k) \) according to (2) and \( \eta(k) \). Compute \( v(0), \ldots, v(k-1) \) according to (5) and (8).

Step 3) Set \( i = 0 \), \( J_0(z(k)) = 0 \).

Step 4) Compute \( v_0(k) \) by (14) and the performance index \( J_1(z(k)) \) by (15).

Step 5) Set \( i = i + 1 \).

Step 6) Compute \( v_i(k) \) by (16) and the corresponding performance index \( J_{i+1}(z(k)) \) by (17).

Step 7) If \( |J_{i+1}(z(k)) - J_i(z(k))| < \varepsilon \), then go to Step 9); else, go to Step 8).

Step 8) If \( i > i_{\text{max}} \), then go to Step 9); otherwise, go to Step 5).

Step 9) Stop.

If the optimal tracking control policy \( v(k) \) is obtained under the given accuracy \( \varepsilon \), then, we can compute the tracking control input for the original nonlinear system (1) by \( u(k) = v(k) + v(k-1) + \cdots + v(0) - g^{-1}(\eta(k))(f(\eta(k)) - \eta(k+1)) \).
D. Neural Network Implementation for the Tracking Control Scheme

In the case of linear systems, the performance index is quadratic and the control policy is linear. In the nonlinear case, this is not necessarily true, and therefore, we use neural networks to approximate \( v_i(k) \) and \( J_i(z(k)) \). There are three neural networks needed to implement the algorithm, which are the critic, model, and action networks. All the neural networks are chosen as three-layer feedforward networks. The structure diagram for running the greedy HDP iteration algorithm is shown in Fig. 1. The utility term in the figure denotes \( z^T(k)Qz(k) + \dot{v}^T(k)R\dot{v}(k) + [\dot{v}(k) + v(k-1) + \cdots + v(0)]^T S[\dot{v}(k) + v(k-1) + \cdots + v(0)] \). The gradient descent rule is adopted for the weight update rules of each neural network, and the details can be seen in [19], and the analysis of the neural network can be referred to [21], which is omitted here.

IV. SIMULATION STUDY

In this section, an example is provided to demonstrate the effectiveness of the tracking control scheme proposed in this paper. Our example is a modification of example 2 in [2] by extending the control to a vector.

Consider the following affine nonlinear system:

\[
x(k + 1) = f(x(k)) + g(x(k)) u(k)
\]

where

\[
x(k) = [x_1(k) \ x_2(k)]^T
\]

\[
u(k) = [u_1(k) \ u_2(k)]^T
\]

\[
f(x(k)) = \begin{bmatrix} 0.2x_1(k) \exp(x_2^2(k)) \\ 0.3x_2^2(k) \end{bmatrix}
\]

\[
g(x(k)) = \begin{bmatrix} -0.2 & 0 \\ 0 & -0.2 \end{bmatrix}
\]

The given initial state \( x(0) = [1.5 \ 1]^T \) and the desired trajectory is set to \( \eta(k) = [\sin(k/20) + (\pi/2) \ 0.5 \cos(k/20)]^T \). In order to demonstrate the advantage of (7), a comparison on the tracking performance for two different performance indexes is presented. For the convenience of comparison, we define an evaluation function by \( \text{PER} = \sum_{i=0}^{n_f} \pi_i^T(k)\pi(k) \), which means the sum of the square of tracking error during the running time, where \( T_f \) is the running-time steps.

Case 1: The performance index is defined by (4), where

\[
Q = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\]

\[
R = \begin{bmatrix} 0.2 & 0 \\ 0 & 0.2 \end{bmatrix}
\]

The system is first transformed as (11). Moreover, we implement the algorithm at the time instant \( k = 0 \). The critic, action, and model networks are chosen as three-layer neural networks with the structures 4-8-1, 4-8-2, and 6-8-4, respectively. The initial weights of the action, critic, and model networks are all set to be random in \([-1, 1]\). We take 1000 groups of sampling data to train the network. For each group of data with the learning rate \( \alpha = 0.01 \), we train 4000 steps to reach the given accuracy \( \varepsilon = 10^{-6} \). After the training of the model network is completed, the weights keep unchanged. Then, the critic and action networks are trained for 10,000 iteration steps with the learning rate \( \alpha = 0.01 \) so that the given accuracy \( \varepsilon = 10^{-6} \) is reached. Then, we apply the optimal tracking policy to the system for \( T_f = 250 \) time steps and obtain the simulation results as in Fig. 2. In this case, with \( T_f = 250 \), we can obtain the evaluation function value of the proposed tracking control scheme \( \text{PER} = 4.2958 \).

Case 2: Define the performance index as (7) where

\[
S = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\]

All the other parameters are set the same as Case 1. Moreover, we also implement the algorithm at the time instant \( k = 0 \). The simulation results are shown in Fig. 3. In this case, with \( T_f = 250 \), we can obtain the evaluation function value of the proposed tracking control scheme \( \text{PER} = 2.1424 \).

We can see that the tracking performance of Case 2 is much better than that of Case 1, although in both cases, the system states finally track the desired trajectories. In Case 1, both the states and control inputs oscillate seriously, whereas in Case 2, the oscillation is much slighter, and the evaluation function value is much smaller than that in Case 1. Hence, we can conclude that the control scheme proposed in this paper does quite satisfactorily solve the nonlinear tracking problem, and the optimal tracking controller obtained through the performance index defined in this paper has shown better performance.

Fig. 1. Structure diagram of the greedy HDP iteration algorithm.

Fig. 2. Simulation results for Case 1. (a) State trajectory \( x_1 \) and desired trajectory \( \eta_1 \). (b) State trajectory \( x_2 \) and desired trajectory \( \eta_2 \). (c) Optimal tracking control curves. (d) Convergence of performance index.
Fig. 3. Simulation results for Case 2. (a) State trajectory $x_1$ and desired trajectory $\eta_1$. (b) State trajectory $x_2$ and desired trajectory $\eta_2$. (c) Optimal tracking control curves. (d) Convergence of performance index.

V. CONCLUSION

In this paper, we propose an infinite-time optimal tracking control scheme for a class of discrete-time nonlinear systems. Via system transformation, the tracking problems are transformed as regulation problems. Then the greedy HDP iteration algorithm is introduced to deal with the regulation problems. The simulation studies have demonstrated the outstanding performance of the proposed tracking control scheme.

REFERENCES


Huaguang Zhang (SM’04) received the B.S. and M.S. degrees in control engineering from Northeastern Electric Power University, Jilin, China, in 1982 and 1985, respectively, and the Ph.D. degree in thermal power engineering and automation in Southeastern University, Nanjing, China, in 1991.

He joined the Automatic Control Department, Northeastern University, Shenyang, China, in 1992, as a Postdoctoral Fellow. He is now a Professor with the School of Information Science and Engineering, and the Key Laboratory of Integrated Automation of Process Industry of National Education Ministry, Northeastern University. His main research interests are fuzzy control, chaos control, neural-network-based control, nonlinear control, signal processing, and their industrial application.

His research interests include fuzzy control, chaos control, neural-network-based control, nonlinear control, approximate dynamic programming, and their industrial application.

Qinglai Wei received the B.S. degree in automation control and the M.S. degree in control theory and control engineering in 2002 and 2006, respectively, from Northeastern University, Shenyang, China, where he is currently working toward the Ph.D. degree.

His research interests include fuzzy control, chaos control, neural-network-based control, nonlinear control, approximate dynamic programming, and their industrial application.

Yanhong Luo received the B.S. degree in automation control and the M.S. degree in control theory and control engineering in 2003 and 2006, respectively, from Northeastern University, Shenyang, China, where she is currently working toward the Ph.D. degree.

Her research interests include fuzzy control, chaos control, neural-network-based control, approximate optimal control, and their industrial application.