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SUMMARY
A critique is made of current research into practical
fault finding procedures for the maintenance of
complex engineering systems. The half split and other
methods currently in practice are analysed and their
main weakness shown to be that no account is taken
of the various costs involved. Also analysed are cost
conscious methods which are useful in diagnosis
training or in designing fault detection guides. A
brief look is taken at advanced diagnostic techniques
which are aided by an on-line computer in selecting
the next test to be made.
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1 Introduction
With the ever increasing complexity of engineering

equipment of all types and disciplines the engineer and
technician are faced with acute maintenance problems.
One of the most incomprehensible aspects is that of
diagnosing a fault in an inoperable system. The problem
is compounded by the increasing obsolescence rate of
equipment which allows less time for familiarization. The
cost of downtime is often very high, especially in in-
tegrated production plants.

There is a real need therefore to develop methods
which will enable faults to be found and rectified in the
shortest possible time and at the minimum total cost. In
addition to direct savings in lost production and con-
sumed maintenance facilities, capital cost savings may be
expected since fewer standby systems will be needed.

The problems of fault detection are considered against
a maintenance background but the techniques discussed
are also applicable in the quality control and assurance
field. Similarly, the logical techniques are appropriate
in any complex engineering system be it mechanical,
electronic, electrical, hydraulic, etc. In fact the author
has used some of the techniques in the successful diagnosis
of human systems, e.g. in the diagnosis of patients
suffering from thyroid disorders1.

2 Approaches to the Problem
Basically three distinct approaches have been made to

improve the efficiency of fault detection.

Approach 1: Personnel training in functional analysis/
fault finding guides. This method has the advantage
of producing instantly experienced technicians for a
very low (or zero) capital outlay. The only cost
involved is that of training. This approach is very
useful when the frequency of fault occurrence is low
and/or the cost of downtime is not particularly high.

Approach 2: The introduction of fully automated testing
and switching devices similar to those used on com-
puter, missile and aircraft checkouts and for some
makes of motor cars (e.g., Volkswagen). These are
really checking procedures in that a complete battery
of tests is usually run independent of early indication
of a fault. This approach is useful and justifiable when
the downtime cost is very high (or the consequences of
fault development are serious) and/or the frequency of
fault development is high.

Approach 3: This is the middle ground between the two
previous approaches and is appropriate when fully
automated checking procedures cannot be justified but
some automation is necessary to assist in diagnosis.
Here the purpose is to locate the fault by using the
minimum number of tests or at the least cost (which is
often not the same as minimizing the number of tests).
This approach is also suitable when automatic testing
devices are included but because the elapsed time for a
test is significant then the order of testing and the
number of tests to be made are important.
This paper concentrates on techniques which are

consistent with Approach 3.
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3 Formalizing the Approach
The previous casual statement of purpose: '. . . to

locate the fault by using the minimum number of tests
or at the least cost...', requires analysis and enlargement.

3.1 Objective
The objective of the approach is to determine the best

sequence of applying tests so that the diagnosis is made
in the optimal manner as specified by the criterion or
criteria.

3.2 Criteria
The criterion depends on the physical situation. Often

it is stated as the minimum number of tests to reach the
correct diagnosis or when the tests have unequal dura-
tions then it is often stated as the minimum time to reach
the correct diagnosis. Although in a few situations one
of these criteria may indeed be correct, in most cases the
criteria are inadequate since no account is taken of the
cost of the various testing actions or the financial and
other consequences of incorrect diagnosis. In yet other
situations there is danger of incurring further faults by
applying particular tests to the system and this danger
must be accounted for.

The most widely applicable criterion is to minimize the
total cost of fault finding and rectification. This is
particularly suitable in production and other commercial
environments where the downtime results in actual or
potential loss of profit or income. This is generally a
more appropriate criterion than minimizing time since
the consequences of time and the cost of testing/diagnosis/
rectification are included.

The most notable exception to the adoption of this
criterion is in cases where the cost of downtime is not
directly applicable, e.g., military operations or where
human safety is involved. Other useful criteria are:
maximize the probability of correct diagnosis subject to a
fixed testing cost (time) and
minimize testing cost for a given probability level of
acceptance.

Decision theorists will be familiar with the methods and
the appropriateness of the methods of Wald, Savage,
and others, in this area.

3.3 Depth and Extent of Diagnosis
It has been shown in Refs. 2 and 3 that the three cases:
(i) search (detection) for a fault when it is known that

the system has failed,
(ii) checking operability and searching for a fault,

(iii) checking operability,
are all equivalent to diagnosis in different depths.
Similarly whether the system has definitely only one fault
or many faults, or indeed if it is faulty at all, may be
considered to be problems of inspection rather than
diagnosis. Finally, whether diagnosis is made when the
faulty unit (component) or module is identified depends
solely on the definition of a 'unit'.

In subsequent analysis of various methods the 'system'
may be a radar-missile system where the 'units' are the

surveillance radar, tracking radar, communications
system, computer, missile launcher and missile, or
modules of these. Alternatively the 'system' may be a
domestic hi-fi set and the modules or components
represent the 'units'. The terms 'system' and 'units' are
thus general.

4 Logical Fault Finding Techniques
To detect a fault in a system one normally carries out

various tests and the physical tests used in any situation
depends on the nature of the system under investigation.
Depending on the physical situation then responsive
tests, elemental probe tests, signal tracing and substitu-
tion, stress methods, replacements, etc. may be used. The
choice of suitable tests is very much a physical engineer-
ing matter; sometimes a straightforward and obvious
choice, in other cases the subject of much analysis.

Independent of the physical tests possible, one is faced
with a logical decision problem. That is, in what sequence
should the tests be applied to identify the fault. An
intuitive approach does not guarantee an optimal solu-
tion. It will be found convenient to consider the system
as falling into one of three categories. Strictly these
categories are non-overlapping, mutually exclusive and
exhaustive. In practice, however, the boundaries are not
quite so rigid.

A number of the techniques which will be considered
require involved calculations to be made so that the best
sequence of testing may be identified. These calculations
can be made via a Post Office modem to a general-
purpose digital computer which may be some distance
from the system under investigation, or by a small
special-purpose computer on site. To enable these
techniques to be used in conjunction with diagnostic
training methods or in preparing fault finding guides, it
is possible for the calculations (in categories 1 and 2 only)
to be made during the preparation of the guides. This
overcomes the need to make calculations during actual
fault finding.

4.1 Category 1 : System composed of N identical
elements—perfect information

Although systems composed of identical items are
unusual in practice this category may be broadened to
include systems where the a priori probabilities of failure
of the units are approximately equal and the testing costs
are also approximately equal. Hence it will be seen that
the system may be composed of many physically different
elements so long as the testing costs and failure charac-
teristics of the various elements are approximately the
same. Perfect information implies that testing errors do
not occur.

A simple procedure which does not immediately
identify the faulty element but does rectify the fault is to
replace the units of the system with spare units which are
known to be in good condition. These replacements may
be made sequentially and the system operability checked
after each replacement. Alternatively the units may be
replaced en bloc. Depending on the relative costs of
downtime and unit replacement, this strategy may be
desirable. The replacement methods are attractive when
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Fig. 1. Comparison of element-by-element and half split testing
methods.

the cost of downtime is high and/or the cost of unit
replacement is low and/or faults in units may be rectified
without system downtime. Obviously this strategy is not
limited to systems in this first category but is applicable
(often with greater benefit) to more complex systems. The
value of this approach is easily determined for any system.

Element-by-element testing is often possible. Since the
various elements have the same probability of failure and
all testing costs are the same then the order of testing is
quite unimportant and a random (non-overlapping)
strategy may be chosen.

The half split method is a frequently employed and very
efficient testing strategy. The method starts by making
a group testing of any N/2 units (where the system
consists of N units.) If the system fault is found to lie in
these N/2 units then these are further sub-divided into
two groups of N/4 units and the process continues. If at
any point the fault is not found to lie in the tested group
then it is assumed to lie in the corresponding untested
group and it is this untested group that is subsequently
divided. The method continues until a single unit is
isolated as the defective item. The method requires
modification in some series/parallel circuits. It will be
observed in Fig. 1 that for systems in this category the
half split method is vastly superior to element-by-element
testing.

4.2 Category 2: System composed of N
non-identical items—perfect information

This is the general case where the system comprises N
items with probabilities of failure pt (i = 1 . . . N) and
testing costs ti (j = 1 . . . M) where M is the total number
of possible tests. (Usually M ^ N but this need not be
so.) Again no testing errors can occur.

In this case the half split method is generally unsuitable
since it requires all the probabilities to be equal for it to
pinpoint the fault in the minimum time. Moreover, since

it does not consider the costs of the various tests, it is
unable consciously to minimize these or any other costs.
Nevertheless, because of the great power of this method
reasonable results can often be obtained in practice.

Kozlov4 considers a special case where the test costs
are equal (though the probabilities need not be the same).
He proposes a method which involves calculating the
conditional probability of failure for each unit by the
formula:

Thereafter the method is similar to the half split method
except that the groupings are made such that the sum of
the conditional probabilities is equal in each split and
not necessarily the number of units.

To cover the general case of unequal probabilities and
unequal testing costs the entropy concept is frequently
used. The entropy concept has been used in thermo-
dynamics and physics for a number of years but it was
Shannon5 who first suggested its use as an information
measuring technique. Good6 considered its use in
diagnosis. Basically, entropy is a measure of uncertainty
and in test selection is defined as:

E= -PtlogPi
where pt is the probability of item failure. Kozlov4

proposes the use of entropy concept in engineering system
diagnosis. The technique is similar to that used in Ref. 1.
Although proposed under this category of system,
entropy-based models are also suitable for more complex
systems where testing errors can occur.

The methods of dynamic programming7 have also been
used for fault finding in systems of this category and it
has been shown8 that the optimal policy for element-by-
element testing—the present extent of this technique in
diagnosis—is to select the tests which minimize the ratio
Pith- (Pi a nd tt are as previously defined.) Some of the
specialized models based on the dynamic programming
concept which have been described are:

The case where the system fails when K out of N items
fail, i.e., the system has spare or standby facilities.9

A special case where dynamic programming is applied
to a half split approach. The model, however, is not
generally suitable for engineering systems.10

The updating of item failure probabilities based on
previous testing experience. It is worth noting that the
title of this paper may be misleading since the technique
itself is not adaptive—only the updating of item failure
probabilities is adaptive.11

4.3 Category 3: System composed of N
non-identical units—imperfect information

This is the ultimate in system complexity. It is a
general system as in the previous category but it is further
complicated by the possibility of testing errors. This
means in effect that a unit which is not faulty may be
indicated as faulty, while a unit which is faulty will be
occasionally indicated as not faulty. Since testing errors
can occur the system is then similar in test outcomes to
one where the fault is intermittent. Hence the techniques
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Fig. 2. Examples of changes in probability level when using the entropy method. (Reproduced from
Ref. 15 by permission of the Institution of Mechanical Engineers).

developed for systems with testing errors may also be
used to diagnose systems with intermittent faults. In
systems in this category it is often necessary to apply a
test a number of times and the ' balance of evidence ' is
accepted rather than the results of any particular tests.

Because of the possibility of testing errors the half split
method is generally quite unsuitable since this method
places absolute confidence in every test outcome. Con-
sequently if even one error is made in testing then an
incorrect diagnosis is guaranteed. Hence frequent
incorrect diagnoses may be expected if this method is
used for systems in this category.

Methods based on the entropy concept would appear
to be of significant value in diagnosing this type of
complex system since one or more false test readings may
occur and still the correct result obtained, that is, provided
sufficient correct test readings are also received. After a
test is made the a priori probabilities of failure are up-
dated (e.g. Bayesian statistics) and the new a posteriori
probabilities indicate the extent of present knowledge
concerning the relative probabilities of failure. Figure
2(a) shows the case where no false responses are received
with consequential swift diagnosis. Figure 2(b) shows
the case where a false response is obtained but subsequent
correct responses sway the balance in favour of the true
fault and the correct system diagnosis is eventually made.
In both these cases it will be seen that diagnosis is made
when one of the probabilities is greater than or equal to
0-9. But why should diagnosis be made when the
probability is 0-9? Why not (say) 0-8 or 0-99 or any
other convenient level ? This indicates the main problem
in using the entropy method, namely selection of the best
probability level at which diagnosis should be made. The
selection of the probability level is closely related to the
number of tests which should be made. The answer lies
in analysing the consequences of an incorrect diagnosis.
If the 'cost' associated with an incorrect diagnosis is high
then in general a large number of tests will be necessary
to give a high probability of correct diagnosis and a

corresponding low probability (and expected cost) of
incorrect diagnosis. If the cost of incorrect diagnosis is
low then errors in diagnosis are more tolerable and few
tests will be necessary to satisfy the lower diagnosis
decision level. In lowering the diagnosis decision level the
incidence of incorrect diagnosis must be expected to
increase. The selection of the correct probability level is
thus a balance between the cost incurred in further testing
and the potential cost of an incorrect diagnosis due to
insufficient information. The selection of this level is
regretfully an arbitrary decision and thus detracts from
the usefulness of the method.

An extension of the dynamic programming method12

attempts to overcome some of the weakness of the entropy
method by including in the computational procedure the
cost of replacing a good item when it has been incorrectly
diagnosed as the faulty item. Also the probability of
testing errors occurring is included. These inclusions help
to remove some of the subjective element in deciding the
diagnosis decision level. It was stated earlier that the
method of dynamic programming has only been proved
for element-by-element testing and this constraint is
immensely restrictive. Were this barrier to be removed
then this method is likely to be very useful in the majority
of fault finding situations.

Adaptive dynamic programming is a special version of
the general technique. Its potential value as a diagnostic
technique is enormous and the method is currently the
objective of much research. A modification of the general
technique of dynamic programming has been applied to
the sequential testing of marine boiler tubes.13 In this
particular use of the general technique the very desirable
attribute of adaptive dynamic programming was ex-
perienced, namely the technique included its own stop-
ping rule (equivalent to the specification of a diagnosis
decision level). Hence a totally quantitative approach to
fault finding was achieved.

A final technique worth mentioning is that of pattern
recognition.14 Again the potential is significant but until
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the results of current research become more freely
available a critical appraisal is not possible.

5 Conclusion

Depending on the complexity of the system under
investigation so different groups of testing strategies are
possible. Some techniques are universally superior to
others but equally a large grey area exists where no one
technique has absolute supremacy. For any given system
the relative merits of the techniques change as the
parameters of the system change, e.g., changes in
probability of unit failure with time, changes in proba-
bility of testing errors, changes in test costs, etc. Current
research is attempting to improve existing methods and
develop new methods of fault finding. Additionally it is
concerned with the selection of the most appropriate
technique in any particular circumstance.
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