Optimal control of unknown affine nonlinear discrete-time systems using offline-trained neural networks with proof of convergence
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A B S T R A C T

The optimal control of linear systems accompanied by quadratic cost functions can be achieved by solving the well-known Riccati equation. However, the optimal control of nonlinear discrete-time systems is a much more challenging task that often requires solving the nonlinear Hamilton–Jacobi–Bellman (HJB) equation. In the recent literature, discrete-time approximate dynamic programming (ADP) techniques have been widely used to determine the optimal or near optimal control policies for affine nonlinear discrete-time systems. However, an inherent assumption of ADP requires the value of the controlled system one step ahead and at least partial knowledge of the system dynamics to be known. In this work, the need of the partial knowledge of the nonlinear system dynamics is relaxed in the development of a novel approach to ADP using a two part process: online system identification and offline optimal control training. First, in the system identification process, a neural network (NN) is tuned online using novel tuning laws to learn the complete plant dynamics so that a local asymptotic stability of the identification error can be shown. Then, using only the learned NN system model, offline ADP is attempted resulting in a novel optimal control law. The proposed scheme does not require explicit knowledge of the system dynamics as only the learned NN model is needed. The proof of convergence is demonstrated. Simulation results verify theoretical conjecture.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Unlike the optimal control of linear systems, the optimal control of nonlinear discrete-time systems often requires solving the nonlinear Hamilton–Jacobi–Bellman (HJB) equation. In practice, the discrete-time HJB equation is more difficult to work with than the Riccati equation because it involves solving nonlinear partial difference equations; therefore, several works in the literature have attempted to solve the discrete-time nonlinear optimal control problem using dynamic programming-based approaches and neural networks (NNs) (Al-Tamimi, Lewis, & Abu-Khalaf, 2008; Chen & Jagannathan, 2008; Prokhorov & Wunsch, 1997; Si, Barto, Powell & Wunsch, 2004) by assuming that there are no NN reconstruction errors. Several neural network adaptive critic designs are presented by Prokhorov and Wunsch (1997) where the NN approximation errors are not considered and the neural network weights are tuned using the back propagation algorithm. However, it has been shown in the literature (Jagannathan, 2006) that the back propagation algorithm does not always converge or remain bounded. Additionally, the proof that each design convergences to the optimal control is not presented.

An iterative solution to the generalized HJB equation is proposed by Chen and Jagannathan (2008) and a nearly optimal state feedback control law for affine nonlinear discrete-time systems is derived. A single NN is utilized to learn the cost function while the NN reconstruction errors are considered negligible. Recently, heuristic dynamic programming (HDP) (Si et al., 2004) techniques were utilized by Al-Tamimi et al. (2008) to develop an iteration-based solution to the HJB, and it was shown that the algorithm converges to the optimal control policy and the optimal value function that solves the HJB equation. Two NNs are utilized in the implementation of this algorithm: one to learn the optimal control policy and one to learn the optimal cost function. Again, the NN reconstruction errors of the NNs are ignored. Additionally, the internal dynamics are considered unknown whereas the control coefficient matrix has to be known.

In many of the previous dynamic programming works (Al-Tamimi et al., 2008; Chen & Jagannathan, 2008), affine nonlinear discrete-time systems of the form $x(k+1) = f(x(k)) + g(x(k))u(x(k))$ are considered, and the optimal control policies...
and optimal cost functions are found via offline training using approximate dynamic programming (ADP) (Murray, Cox, Lendaris, & Saeks, 2002; Si et al., 2004). Implementation of ADP in discrete-time requires at least partial knowledge of the system dynamics as well as the value of the controlled plant one step ahead. In the work by Chen and Jagannathan (2008), the complete dynamics of an affine nonlinear system were assumed to be known while the work of Al-Tamimi et al. (2008) requires that the input matrix $g(x(k))$ be known as well as an expression for $x(k+1)$. However, obtaining partial knowledge of the system dynamics can be a challenging task.

In contrast, the need of partial knowledge of the system is relaxed in this work in the development of a novel approach to ADP. First, a novel NN system identification scheme is presented to learn the complete system dynamics online by asserting that the reconstruction errors lie within a small-gain type norm bounded conic sector. Lyapunov theory is utilized to show that the reconstruction errors lie within a small-gain type norm bounded conic sector. Lyapunov theory is utilized to show that the identification errors converge to zero asymptotically even in the presence of NN reconstruction error. Then, offline ADP training is undertaken using only the learned NN model resulting in a relax in this work to learning the complete system dynamics offline.

The optimal control policy for $x(k)$ is found by solving
\[ V(x(k)) = \sum_{n=0}^{\infty} Q(x(n)) + u^T(n)Ru(n) \]
\[ = Q(x(k)) + u^T(k)Ru(k) + V(x(k+1)) \]
for all $x(k)$, where $Q(x(k)) > 0$ and $R > 0$ in $\mathbb{R}^{m \times m}$. Further, it is required that the control policy $u(k)$ guarantees that (2) is finite. That is, $u(k)$ must be admissible (Chen & Jagannathan, 2008).

The optimal control policy for (1) that minimizes (2) is found by solving $\partial V(x(k))/\partial u(k) = 0$ and is shown to be $u^*(k) = \frac{1}{2} R^{-1} g(x(k)) \frac{\partial V(x(k+1))}{\partial x(k+1)}$. The training process requires knowledge of both $g(k)$ and the value of the controlled system one step ahead, $x(k+1)$. Although $f(k)$ is not needed in the training process, obtaining the value of $x(k+1)$ is generally impossible without internal dynamics of the system, especially when the training process is performed offline (Al-Tamimi et al., 2008).

To mitigate the limitations of existing schemes, the objective of this work is to relax the need for explicit knowledge of $f(k)$ and $g(k)$ while ensuring convergence and stability. To accomplish this goal, a novel NN system identification scheme is proposed in the following section to learn the complete system dynamics online. Then using only the learned NN model of the system, the offline optimal control problem for nonlinear discrete-time systems will be revisited.

3. Neural network system identification scheme

3.1. Estimation of unknown nonlinear dynamic systems

Due to online learning capabilities, NNs are commonly utilized for estimation and control (Jagannathan, 2006) of nonlinear continuous and discrete-time systems. However, most of the available schemes either in continuous or discrete-time show boundedness of the identification error. In contrast, an asymptotically stable identification scheme is demonstrated.

A nonlinear estimator consisting of an NN-based online approximator with a robust modification term is utilized to identify unknown nonlinear discrete-time systems subjected to bounded uncertainties. To learn the unknown nonlinear system, a stable adaptive weight update law is proposed for tuning the nonlinear estimator. The robust modification term, which is a function of estimation error and an additional tunable parameter, is introduced to guarantee asymptotic stability. By using Lyapunov theory, the asymptotic stability of the proposed nonlinear estimation scheme is proven by using mild assumptions such as an upper bound on the system uncertainty and the approximation error (Hayakawa, Haddad, & Hovakimyan, 2008).

For the design of the NN identifier, two-layer NNs are considered consisting of one layer of randomly assigned constant weights $w_k \in \mathbb{R}^{m \times 1}$ in the first layer and one layer of tunable weights $w_N \in \mathbb{R}^{m \times 1}$ in the second with $a$ inputs, $b$ outputs, and $c$ hidden neurons. A NN of this type is referred to as a linearly parameterized NN (Jagannathan, 2006). The universal approximation property for NNs (Jagannathan, 2006) states that for any smooth function $f_N(x_N)$, there exists a NN such that $f_N(x_N) = w^T_N \sigma (v^T_N x_N) + \varepsilon_N$ where $\varepsilon_N$ is the bounded NN functional approximation error and $\sigma(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R}^c$ is the activation function in the hidden layers. It has been shown by randomly selecting the input layer weights $w_N$, the activation function $\sigma$ (which forms a stochastic basis). Thus the approximation property holds for all inputs, $x_N \in \mathbb{R}^n$, in the compact set $S$ (Jagannathan, 2006). Furthermore, on any compact subset of $\mathbb{R}^n$, the target NN weights are bounded by a positive value, $W_M$, such that $\|w_N\| \leq W_M$ (Jagannathan, 2006). For complete NN properties, see Jagannathan (2006). Next, the system identification scheme is presented.

3.2. Identification scheme

To begin the NN identifier development, the system dynamics (1) are rewritten as
\[ x(k+1) = f(x(k)) + g(x(k))u(k) = h(x(k), u(k)). \]
The function $h(x(k), u(k))$ in (4) has a NN representation on a compact set, $S$, according to the universal approximation property of NNs (Jagannathan, 2006), and written as
\[ w_N^T \phi (v^T_N x_N) + \varepsilon_N \]
where $w_N \in \mathbb{R}^{n \times m}$ and $v_N \in \mathbb{R}^{(a+m) \times 1}$ are the constant ideal
weight matrices, \( \psi(\hat{z}(k)) \) is the NN activation function, \( \hat{z}(k) = \psi(z^1(k)) \) is the NN input, and \( s_i(k) \) is the bounded NN functional approximation error. In this work, the NN activation functions are selected to be hyperbolic tangent functions. Additionally, bounds on the output layer weights are taken as \( \| w_i \| \leq W_m \) for a constant \( W_m \) while the NN activation functions are bounded such that \( \| \psi(z(k)) \| \leq \varphi_M \) for a constant \( \varphi_M \) (Jagannathan, 2006). Using the NN representation, the system dynamics (4) becomes

\[
x(k + 1) = w^*_i \psi(w^*_i z(k)) + \varepsilon_i(k) = w^*_i \psi(\hat{z}(k)) + \varepsilon_i(k).
\]

The NN system identification scheme is then defined as

\[
\hat{x}(k + 1) = \hat{w}^*_i \psi(\hat{z}(k)) - \nu(k)
\]

where \( \hat{x}(k) \) is the estimated system state vector, \( \hat{w}_i(k) \) is the estimation of the ideal weight matrix \( w_i \), and \( \nu(k) \) is the robustifying term defined as

\[
\nu(k) = \hat{\lambda}(k) \hat{x}(k)/(\hat{\lambda}^T(k) \hat{x}(k) + C_i)
\]

where \( \hat{\lambda}(k) = \lambda(k) - \hat{x}(k) \) is the system identification error, \( \hat{x}(k) \in \mathcal{H} \) is an additional tunable parameter and \( C_i > 0 \) is a constant.

Next, the identification error dynamics are written as

\[
\hat{x}(k + 1) = x(k + 1) - \hat{x}(k + 1) = \hat{w}^*_i \psi(\hat{z}(k)) + \hat{\lambda}(k) \hat{x}(k)/(\hat{\lambda}^T(k) \hat{x}(k) + C_i) + \varepsilon_i(k)
\]

where \( \hat{w}_i(k) = w_i - \hat{w}_i(k) \). Before proceeding, the following mild assumption is needed.

**Assumption 1.** The term \( \varepsilon_i(k) \) is assumed to be upper bounded by a function of estimation error such that

\[
\varepsilon_i(k) \leq \varepsilon_M(k) = \lambda^* \hat{x}(k)/(\hat{\lambda}^T(k) \hat{x}(k) + C_i)
\]

where \( \lambda^* \) is the bounded constant target value such that \( \| \lambda^* \| \leq \lambda_M \).

**Remark 1.** Eq. (9) corresponds to nonlinear small-gain type norm bounded uncertain characterization of \( \varepsilon_i(k) \), which is used by a number of control researchers (Dierks, Thumati, & Jagannathan, 2009; Hayakawa et al., 2008) and is considered mild in comparison with the system uncertainty and the approximation errors bounded above by a known constant.

Moving on, adding and subtracting \( \lambda^* \hat{x}(k)/(\hat{\lambda}^T(k) \hat{x}(k) + C_i) \) to (8) allows the identification error dynamics to be rewritten as

\[
\hat{x}(k + 1) = \Psi_1(k) + \Psi_2(k) + \lambda^* \hat{x}(k)/(\hat{\lambda}^T(k) \hat{x}(k) + C_i) + \varepsilon_i(k)
\]

where \( \Psi_1(k) = \hat{w}^*_i \psi(\hat{z}(k)) \) and \( \Psi_2(k) = \hat{\lambda}(k) \hat{x}(k)/(\hat{\lambda}^T(k) \hat{x}(k) + C_i) \) with \( \hat{\lambda}(k) = \lambda^* - \hat{x}(k) \).

The tuning laws for \( \hat{w}_i(k) \) and \( \hat{\lambda}(k) \) are now proposed as (Dierks et al., 2009)

\[
\hat{w}_i(k + 1) = \hat{w}_i(k) + \alpha_i \psi(\hat{z}(k)) \hat{x}(k)
\]

and

\[
\hat{\lambda}(k + 1) = \hat{\lambda}(k) - \gamma_i \hat{x}(k)/(\hat{\lambda}^T(k) \hat{x}(k) + C_i),
\]

respectively, where \( \alpha_i > 0 \) is the NN learning rate and \( \gamma_i > 0 \) is a design parameter. The update laws (11) and (12) are derived from Lyapunov theory in order to guarantee the local asymptotic stability of the proposed estimator scheme compared to boundedness results from other works (Jagannathan, 2006). Additionally, no prior offline training is needed for tuning the networks. Next, the stability analysis of the identification scheme is presented.

**Theorem 1.** Let the proposed identification scheme in (6) be used to identify the system dynamics in (4), and let the parameter update law given in (11) and (12) be used for tuning the NN weights and the robust modification term respectively. In the presence of bounded uncertainties, the state estimation error \( \hat{x}(k) \) is asymptotically stable while the parameter estimation errors \( \hat{w}_i(k) \) and \( \hat{\lambda}(k) \), respectively, are bounded.

**Proof.** Consider the following positive definite Lyapunov function defined as

\[
L(k) = \hat{x}^T(k) \hat{x}(k) + \text{tr}[\hat{w}_i^T(k) \hat{w}_i(k)]/\alpha_i + \lambda^2(k)/\gamma_i
\]

whose first difference is given by

\[
\Delta L = \hat{x}^T(k + 1) \hat{x}(k + 1) - \hat{x}^T(k) \hat{x}(k) + \frac{\lambda^2(k + 1) - \lambda^2(k)}{\gamma_i} + \frac{\text{tr}[\hat{w}_i^T(k + 1) \hat{w}_i(k + 1) - \hat{w}_i^T(k) \hat{w}_i(k)]}{\alpha_i}.
\]

Considering \( \Delta L_1 \) and substituting the identification error dynamics (10) as well as performing some mathematical manipulation reveals

\[
\Delta L_1 = \Psi_1^T(k) \Psi_1(k) - 2 \Psi_1^T(k) \Psi_2(k) + 2 \lambda^* \Psi_1^T(k) \hat{x}(k)/\hat{\lambda}^T(k) \hat{x}(k) + C_i
\]

\[
+ 2 \Psi_1^T(k) e_i(k) + \Psi_2^T(k) \Psi_2(k) - 2 \Psi_2^T(k) e_i(k)
\]

\[
+ \frac{\lambda^* \hat{x}^T(k) \hat{x}(k)/(\hat{\lambda}^T(k) \hat{x}(k) + C_i)}{\gamma_i}
\]

\[
+ \frac{\lambda^* \hat{x}^T(k) \hat{x}(k)/(\hat{\lambda}^T(k) \hat{x}(k) + C_i)}{\gamma_i} - \frac{\lambda^* \hat{x}^T(k) \hat{x}(k)}{\hat{\lambda}^T(k) \hat{x}(k) + C_i}.
\]

Next, considering \( \Delta L_2 \) and substituting the parameter update law (12) reveals after manipulation

\[
\Delta L_2 = 2 \Psi_1^T(k) \Psi_2(k) - 2 \Psi_2^T(k) \Psi_2(k) + \frac{\lambda^* \hat{x}^T(k) \hat{x}(k)}{\hat{\lambda}^T(k) \hat{x}(k) + C_i}
\]

\[
+ 2 \Psi_1^T(k) \Psi_2(k) + \frac{\lambda^* \hat{x}^T(k) \hat{x}(k)}{\hat{\lambda}^T(k) \hat{x}(k) + C_i}.
\]

Now, considering \( \Delta L_3 \) as well as substituting the NN weight tuning law (11), the error dynamics (10), as well as applying the Cauchy–Schwarz (C–S) inequality \((a_1 + a_2 + \cdots + a_n)^2 \leq n(a_1^2 + a_2^2 + \cdots + a_n^2)\) and applying the trace operator reveals

\[
\Delta L_3 \leq 4 \epsilon_i \psi(\hat{z}(k))^T \psi(\hat{z}(k)) + \left( \Psi_1^T(k) \Psi_1(k) + \Psi_2^T(k) \Psi_2(k) \right)
\]

\[
+ \frac{\lambda^* \hat{x}^T(k) \hat{x}(k)/(\hat{\lambda}^T(k) \hat{x}(k) + C_i)}{\gamma_i} - \frac{\lambda^* \hat{x}^T(k) \hat{x}(k)}{\hat{\lambda}^T(k) \hat{x}(k) + C_i}.
\]

Recalling \( \Delta L = \Delta L_1 + \Delta L_2 + \Delta L_3 \), the first difference of (13) is rewritten as

\[
\Delta L \leq -(1 - 4 \epsilon_i) \psi(\hat{z}(k))^T \psi(\hat{z}(k)) - 4 \epsilon_i \psi(\hat{z}(k))^T \psi(\hat{z}(k)) \Psi_1(k)
\]

\[
- \frac{\hat{x}^T(k) \hat{x}(k)}{\hat{\lambda}^T(k) \hat{x}(k) + C_i}
\]

\[
+ 4 \epsilon_i \psi(\hat{z}(k))^T \psi(\hat{z}(k)) \Psi_2(k) + 4 \epsilon_i \psi(\hat{z}(k))^T \psi(\hat{z}(k)) \epsilon_i(k),
\]

\[
+ \frac{\lambda^* \hat{x}^T(k) \hat{x}(k)}{\hat{\lambda}^T(k) \hat{x}(k) + C_i} + 2 + 4 \gamma_i.
\]
after applying the C–S inequality twice. Now, taking the Euclidean norm while observing the facts $\|x\| \leq \lambda_M$ (Assumption 1) and $\tilde{x}^T(x)\tilde{x}(x) + C_j^2 \leq \tilde{x}^T(x)\tilde{x}(x)$ yields

$$\Delta L \leq - (1 - 2(\lambda_M + \lambda^2_M) - 4(\alpha_1^2 + \lambda^2_M)) \|\tilde{x}(x)\|^2 - (1 - \beta_1^2 - \delta(1 - \beta_1^2)) \|\hat{\psi}(x)\|^2 - (1 - \beta_1^2(1 - 1/\delta)) \times \|\hat{\lambda}(x)\|^2 - (\|\tilde{x}(x)/\tilde{x}(x)\|^2 + 2 \|\psi_1(x)\| \|\psi_2(x)\|).$$

In the next step, we define change of variables as $\tilde{\psi}(x) = \psi_1(x)/\beta_1$ and $\tilde{\psi}_2(x) = \psi_2(x)/\beta_2$ where $\beta_1$ and $\beta_2$ are constants. Additionally, the design parameters are selected as $\gamma_1 = \alpha_1\psi_1^2$, $\alpha_2 \leq \beta_1^2/(8\psi_1^2)$, and $\beta_2 = \delta/\beta_1$ where $\delta > 0$ is a constant. Using these relations and new variables, applying the C-S inequality, and combining like terms yields

$$\Delta L \leq - (1 - 2(\lambda_M + \lambda^2_M) - 4(\alpha_1^2 + \lambda^2_M)) \|\tilde{x}(x)\|^2 - (1 - \beta_1^2 - \delta(1 - \beta_1^2)) \|\tilde{\psi}_1(x)\|^2$$

$$- (1 - \beta_1^2(1 - 1/\delta)) \times \|\hat{\lambda}(x)\|^2 - (\|\tilde{x}(x)/\tilde{x}(x)\|^2 + 2 \|\psi_1(x)\| \|\psi_2(x)\|).$$

Therefore, $\Delta L \leq 0$ provided $\beta_1 \leq \min\{a_1, b_1, c_1, d_1\}$ and $\delta < 1/4$ where $a_1 = \sqrt{(1 + \sqrt{1 - 4\delta})/2}$, $b_1 = \sqrt{(1 - \sqrt{1 - 4\delta})/2}$, $c_1 = \sqrt{\delta(1 + \delta)}$, and $d_1 = \sqrt{(1 - 2(\lambda_M + \lambda^2_M))/(\lambda_M + \lambda^2_M))}$. Thus, $\tilde{x}(x), \tilde{u}(x)$, and $\hat{\lambda}(x)$ are bounded provided $\tilde{x}(k_0), \tilde{u}(k_0), \hat{\lambda}(k_0)$ are bounded in the compact set $S$. Further, by using Jagannathan (2006) and summing both sides of (14) to infinity and taking the limit as $k \to \infty$ reveals the asymptotic stability of estimation error $\|\tilde{x}(x)\|$: that is, $\|\tilde{x}(x)\|$ approaches zero as $k \to \infty$. □

Remark 2. The values of the constant parameters used in the proof of Theorem 1 are related to design parameters determined by the user and the inequalities derived above, and on the upper bounds relating to the NN reconstruction error and activation functions, $\lambda_M$ and $\phi_M$, respectively. In practice, the upper bound of the activation functions are easily determined, and the upper bound relating to the NN reconstruction error can be reduced by increasing the number of hidden layer neurons (Jagannathan, 2006).

Remark 3. According to the results of Theorem 1, the robustifying term of the online identifier (7) approaches zero after a sufficiently long online learning session, and the dynamic system (4) can be rewritten as

$$x(k+1) = \hat{x}(k+1) = \hat{\psi}^T(x)\hat{\psi}(\hat{z}(x)).$$

In the following section, discrete-time nonlinear optimal control for unknown affine systems will be achieved using only the result of the online system identification (15), but first, we present the following corollary.

Corollary 1 (Diersk et al., 2009). Using the online system identification scheme (6), an estimate for $g(x(k))$ is given by

$$g(x(k)) = \hat{\psi}^T(x)\hat{\psi}(\hat{z}(x))\hat{\psi}(\hat{z}(x)),$$

where $\hat{\psi}(\hat{z}(x)) \in \Re^{dL}$ is the derivative of the activation function with respect to $\hat{z}(x)$ and $\hat{z}(k)/\hat{u}(x)$ is a constant matrix.

Proof. See (Diersk et al., 2009). □

4. Optimal control of unknown nonlinear discrete-time systems

Consider again the cost function (2). Using only the learned NN model (15), solving for the optimal control policy by setting $\partial V(x(k))/\partial u(k) = 0$ reveals

$$2R \hat{u}(k) = \left( \frac{\partial \hat{x}(k+1)}{\partial u(k)} \right)^T \partial V(\hat{x}(k+1)) \partial V(\hat{x}(k+1)) = 0.$$

Examining (17), it is clear that that an explicit expression for the optimal control $u^*(k)$ is not available. However, it will be shown in the following section that this deficiency does not prevent implementation of the HDP algorithm and that the optimal control of unknown nonlinear systems can still be obtained.

The optimal control policy that solves (17) ensures the equivalent system (15) is regulated in an optimal manner. On the other hand, since (15) is an equivalent representation of (4), optimal regulation of (15) ensures the optimal regulation of (4). In the following discussion of the HDP algorithm, $i$ will denote the value iteration index while $k$ is the time index.

To begin the algorithm, the cost function is initialized to a starting value which is commonly taken as $V_0(x(k)) = 0$, and the control policy $u_0(x(k))$ is selected as (Prokhorov & Wunsch, 1997)

$$u_0(\hat{x}(k)) = \arg\min_u \left( Q(x(k)) + u(k)^T R u(k) + V_0(\hat{x}(k+1)) \right).$$

After determining the admissible control policy $u_0(\hat{x}(k))$, the value function is then iterated according to

$$V_i(\hat{x}(k)) = Q(x(k)) + u_i(x)^T R u_i(k) + V_i(\hat{x}(k+1)) \Rightarrow Q(x(k)) + u_i(x)^T R u_i(k) + V_i(\hat{x}(k+1)).$$

Continuing in this way, optimization is achieved by iterating between a sequence of control policies $u_i(x(k))$ calculated from

$$u_i(\hat{x}(k)) = \arg\min_u \left( Q(x(k)) + u(k)^T R u(k) + V_i(\hat{x}(k+1)) \right)$$

and a sequence of positive value functions $V_i(\hat{x}(k))$ given by

$$V_{i+1}(\hat{x}(k)) = Q(x(k)) + u_i(x)^T R u_i(k) + V_i(\hat{x}(k+1)) \Rightarrow Q(x(k)) + u_i(x)^T R u_i(k) + V_i(\hat{x}(k+1)).$$

Theorem 2. Convergence of the HDP Algorithm: Consider the sequences $u_i(x(k))$ and $V_i(x(k))$ defined by (17) and (18), respectively. If $V_0(x(k)) = 0$, then it follows that $V_i$ is a non-decreasing sequence for all $i$. Moreover, as $i \to \infty$, $V_i \to \infty$ and $u_i \to u^*.$

As shown in Theorem 2 (Al-Tamimi et al., 2008), iterating between the sequences (18) and (19) guarantees that both sequences converge to the optimal cost function and optimal control policy, respectively, for the dynamic system (15), and thus (4) is also regulated in an optimal manner. Next, the NN implementation of the HDP algorithm is discussed along with the proof of convergence.

5. HDP algorithm design using neural networks

Even when the complete dynamics of the nonlinear system are known, the optimal control policy (3) and cost function (2) are difficult to calculate. Thus, to implement the HDP algorithm, the learning capabilities of NN have been widely used (Si et al., 2004); however, an inherent assumption of most implementations of the HDP algorithm require at least partial knowledge of the system dynamics as well as an expression for the controlled system one step ahead (Si et al., 2004). In the following development, explicit knowledge of the system dynamics $f(x(k))$ and $g(x(k))$ are not required. Only the NN representation (15) will be used in the implementation of the HDP algorithm.
5.1. Approximation of the optimal value function and optimal control policy using NN

Using the universal approximation property of NN (Jagannathan, 2006), the value function (19) and control action (18) have a NN representation written as

\[ V_t(x(k)) = W_{vi}^T \sigma(x(k)) + \varepsilon_{VI} \]  \hspace{1cm} (20)

and

\[ u_t(x(k)) = W_{ri}^T \vartheta(x(k)) + \varepsilon_{AI} \] \hspace{1cm} (21)

respectively, where \( W_{vi} \) and \( W_{ri} \) are the bounded ideal NN weights and \( \varepsilon_{VI} \) and \( \varepsilon_{AI} \) are the bounded approximation errors for the critic and action networks, respectively. The upper bounds for the ideal NN weights are taken as \( \| W_{vi} \| \leq W_{VI} \) and \( \| W_{ri} \| \leq W_{AI} \) while the approximation errors are upper bounded as \( \| \varepsilon_{VI} \| \leq \varepsilon_{VI,m} \) and \( \| \varepsilon_{AI} \| \leq \varepsilon_{AI,m} \), where \( W_{VI} \), \( W_{AI} \), \( \varepsilon_{VI,m} \) and \( \varepsilon_{AI,m} \) are positive constants (Jagannathan, 2006). Additionally, in this work it will be assumed that \( \| \varepsilon_{VI,m}/(\delta x(k + 1))\| \leq \varepsilon_{VI,m} \) where \( \varepsilon_{VI,m} \) is another positive constant. The NN representations in (20) and (21) are linear in the tunable parameters, and this type of NN topology is common in the nonlinear ADP literature (Al-Tamimi et al., 2008; Chen & Jagannathan, 2008).

The NN approximations of (20) and (21) are now written as (Al-Tamimi et al., 2008; Diersk et al., 2009)

\[ \hat{V}_t(x(k)) = \hat{W}_{vi}^T \sigma(x(k)) = \hat{W}_{vi}^T \sigma(k) \] \hspace{1cm} (22)

and

\[ \hat{u}_t(x(k)) = \hat{W}_{ri}^T \vartheta(x(k)) = \hat{W}_{ri} \vartheta(k) \] \hspace{1cm} (23)

where \( \hat{W}_{vi} \) and \( \hat{W}_{ri} \) are the approximation of the ideal weights \( W_{vi} \) and \( W_{ri} \), respectively. The activation functions \( \sigma(\bullet) \) and \( \vartheta(\bullet) \) are each chosen to be basis sets and thus are linear. Further, recalling \( V_t(0) = 0 \) and \( u_t(0) = 0 \), the basis functions are selected so that \( \sigma(0) = 0 \) and \( \vartheta(0) = 0 \). In this work, the basis function \( \sigma(\bullet) \) is obtained from an even polynomial so that the positive definite value function can be approximated. Additionally, the basis function for \( \vartheta(\bullet) \) is selected from the derivative of the critic basis function \( \sigma(\bullet) \) since the optimal control (3) is dependent on the gradient of the critic network (Al-Tamimi et al., 2008; Chen & Jagannathan, 2008).

The critic weights are tuned at each iteration of the HDP algorithm to minimize the residual error \( V_t(x(k)) - d_t(x(k), \hat{x}(k + 1), W_{vi}, W_{ri}) \) in a least squares sense for a set of states \( x(k) \) sampled from a compact set \( \Omega \subset \mathbb{R}^n \) where \( d_t(x(k), \hat{x}(k + 1), W_{vi}, W_{ri}) = Q(x(k)) + \hat{u}_1^T(k)\hat{R}_i(k) + V_t(\hat{w}_1^T(k)\varphi(\hat{x}(k))) \). The critic error then becomes

\[ e_v(x) = \hat{W}_{vi}^T \sigma(x(k)) - d_t(x(k), \hat{x}(k + 1), W_{vi}, W_{ri}), \] \hspace{1cm} (24)

and it is observed that the critic error (24) is linear in the tunable weights, \( \hat{W}_{vi+1} \). Therefore, the weight update law is found using the method of weighted residuals, and is determined by projecting the critic error onto the partial derivative of the critic error with respect to \( \hat{W}_{vi+1} \) and setting the result to zero (Al-Tamimi et al., 2008; Chen & Jagannathan, 2008). Applying this method reveals

\[ \langle \partial e_v(x)/\partial \hat{W}_{vi+1}, e_v(x) \rangle = 0 \] \hspace{1cm} (25)

where \( (f,g) = \int_{\Omega} fg^* dx \), and the unique solution for \( \hat{W}_{vi+1} \) is found to be

\[ \hat{W}_{vi+1} = \left( \int_{\Omega} \sigma(x(k))\sigma^T(x(k)) dx \right)^{-1} \int_{\Omega} \sigma(x(k))d_t^T(x(k), \hat{x}(k + 1), W_{vi}, W_{ri})dx. \] \hspace{1cm} (26)

**Remark 4.** The activation function \( \sigma(\bullet) \) must be chosen to be linearly independent on the compact set \( \Omega \) to ensure that the weight update law (26) is valid and a unique solution for \( \hat{W}_{vi+1} \) exists. This requirement also guarantees that \( \int_{\Omega} \sigma(x(k))\sigma^T(x(k))dx \) is invertible (Chen & Jagannathan, 2008).

According to (18), at each iteration index the optimal control policy that minimizes the cost function is found. Using the NN implementation, this is equivalent to finding the optimal weight matrix \( W_{vi} \) that minimizes the cost function; however, an explicit solution for \( W_{vi} \) is difficult to find at each iteration. As a result, a second training loop is introduced to find the action network weights that minimize the cost function (19), and the index for this loop will be denoted by \( j \).

To begin the development of the second loop, we define the action error to be the difference between the estimated control input \( \hat{u}_i(k) \) in (23) and the control input that minimizes the estimated cost function \( \hat{u}_i(k) \). The action error is written as

\[ e_a(j) = \hat{u}_i(k) - \hat{u}_i^j(k) \]

\[ = \hat{W}_{ri}^T(j)\vartheta(x(k)) + \frac{1}{2} R^{-1} g^T(x(k)) \left( \frac{\partial \hat{V}_i(k + 1)}{\partial \hat{x}_i(k + 1)} \right) \]. \hspace{1cm} (27)

Next, we utilize (22) as well as the results of Theorem 1 and Corollary 1 to rewrite (27) as

\[ e_a(j) = \hat{W}_{ri}^T(j)\vartheta(x(k)) + \frac{1}{2} R^{-1} \left( \frac{\partial \hat{V}_i(k)}{\partial \hat{u}_i(k)} \right)^T \times v_j \varphi^T(\hat{z}_i^T(k)\hat{w}_i(k) \frac{\partial \hat{V}_i(k + 1)}{\partial \hat{x}_i(k + 1)} \hat{W}_i. \] \hspace{1cm} (28)

The dynamics of (28) with respect to the index \( j \) are now written as

\[ e_a(j + 1) = \hat{W}_{ri}^T(j + 1)\vartheta(x(k)) + \frac{1}{2} R^{-1} \left( \frac{\partial \hat{V}_i(k + 1)}{\partial \hat{u}_i(k + 1)} \right)^T \times v_j \varphi^T(\hat{z}_i(k)\hat{w}_i(k) \frac{\partial \hat{V}_i(k + 1)}{\partial \hat{x}_i(k + 1)} \hat{W}_i. \] \hspace{1cm} (29)

For convenience in the stability proof in the following section, the weight update for the action NN is selected to be

\[ \hat{W}_{ri}(j + 1) = \hat{W}_{ri}(j) - \alpha_j \sigma^T(\hat{e}_a(j)) / (\hat{e}_a^T(\hat{e}_a(j)) + 1) \] \hspace{1cm} (30)

where \( \sigma(j) \) is a small positive design parameter and varies with the index \( j \). The weight update law (30) can be viewed as a control input for the action error (29). Next, defining the weight estimation errors \( \hat{W}_{ri}(j) = W_{ri} - \hat{W}_{ri}(j) \) and \( \hat{W}_i = W_{vi} - \hat{W}_{vi} \) as well as substituting the tuning law (30) into (29) reveals the closed loop error system to be

\[ e_a(j + 1) = -\hat{W}_{ri}(j)\vartheta(x(k)) - e_a(j) \left( \alpha_j \frac{\vartheta^T(\hat{e}_a(j))}{\vartheta^T(\hat{e}_a(j)) + 1} \right) \]

\[ -\frac{1}{2} R^{-1} \left( \frac{\partial \hat{V}_i(k + 1)}{\partial \hat{u}_i(k + 1)} \right)^T v_j \varphi^T(\hat{z}_i(k)\hat{w}_i(k) \frac{\partial \hat{V}_i(k + 1)}{\partial \hat{x}_i(k + 1)} \hat{W}_i \]

\[ + W_{ri} \vartheta(x(k)) + \frac{1}{2} R^{-1} \left( \frac{\partial \hat{V}_i(k)}{\partial \hat{u}_i(k)} \right)^T v_j \varphi^T(\hat{z}_i(k)\hat{w}_i(k) \frac{\partial \hat{V}_i(k + 1)}{\partial \hat{x}_i(k + 1)} \hat{W}_i. \] \hspace{1cm} (31)

Now, we utilize the fact that \( u_i(x(k)) \) in (21) minimizes the cost function (20) revealing

\[ 0 = \varepsilon_{AI}(j) + \frac{1}{2} R^{-1} \left( \frac{\partial \hat{V}_i(k + 1)}{\partial \hat{u}_i(k + 1)} \right)^T v_j \varphi^T(\hat{z}_i(k)\hat{w}_i(k) \frac{\partial \hat{V}_i(k + 1)}{\partial \hat{x}_i(k + 1)} \hat{W}_i. \]
and the dynamics (31) can be rewritten as
\[
e_a(j + 1) = -\hat{W}_A(j)\vartheta(\chi(k)) - e_a(j) + \frac{1}{2}R^{-1} \begin{pmatrix} \frac{\partial \hat{z}_{j+1}(k)}{\partial u_{ij+1}(k)} \\ \frac{\partial \sigma(\hat{x}_j(k+1))}{\partial \hat{x}_j(k+1)} \end{pmatrix} \begin{pmatrix} u_j \varphi' \left( \hat{z}_{j+1}(k) \right) \end{pmatrix}^T \hat{w}_j(k)
\]

As a final step, we write the estimation error dynamics of the action NN weights as
\[
\hat{W}_A(j + 1) = \hat{W}_A + \alpha_j \vartheta(k) e_a(j) / (\vartheta^T(k) \vartheta(k) + 1).
\]

**Fig. 1** displays a flow chart of the proposed scheme. First, the proposed NN identifier (6) is utilized to learn the nonlinear system dynamics (1) online. After the identification error has converged to zero (Theorem 1), the offline HDP training begins using NNS to learn the cost function and optimal control policy (22) and (23), respectively. Next, the stability of action network is investigated.

### 5.2. Proof of convergence for the action network

In the following theorem, the convergence of the action NN weights is demonstrated while explicitly considering the NN reconstruction errors \(\varepsilon_{Vi}\) and \(\varepsilon_{Ai}\). Subsequently, the stability of the system is re-examined while ignoring the NN reconstruction errors similarly to previous works.

**Theorem 3.** Convergence of the Action Network (Dierks et al., 2009): Given the error system for the action network given by (29), let the update law for the action NN weights by (30). Then, there exists a decreasing, positive definite sequence \(J\) such that the action network error (27) and the action network weight estimation errors \(\hat{W}_A(j)\) converge uniformly to a bounded region near the origin as \(j \to \infty\).

**Proof.** Consider the positive definite sequence defined by \(J = I_1 + 5J_2\) where
\[
J_1 = \alpha \varepsilon_{Ai}^T(j) e_a(j) / A(j)
\]
with 
\[
A(j) = \left( \vartheta^T(k) \vartheta(k) + 1 \right) \left( \frac{\| \vartheta(\hat{x}_j(k+1)) \|_F}{\| \vartheta(\hat{x}_j(k+1)) \|_F} \right)^2 + 1
\]
and 
\[
J_2 = \text{tr}(\hat{W}_A(j) \hat{W}_A(j)).
\]

The first difference of \(J\) is given by \(J = J(j + 1) - J(j) = \Delta J_1 + 5 \Delta J_2\) and, first, we consider \(\Delta J_1\). Taking the first difference of \(J_1\) along with substituting the closed loop action error dynamics (32) reveals
\[
\Delta J_1 = -\alpha \varepsilon_{Ai}^T(j) e_a(j) / A(j)
\]
\[
\times \left( -\vartheta^T(k) \hat{W}_A - \frac{1}{2} \hat{W}_A \begin{pmatrix} \frac{\partial \sigma(\hat{x}_j(k+1))}{\partial \hat{x}_j(k+1)} \end{pmatrix} \begin{pmatrix} u_j \varphi'(\hat{z}_{j+1}(k)) \end{pmatrix} \right)
\]
\[
\times \begin{pmatrix} \frac{\partial \hat{z}_{j+1}(k)}{\partial u_{ij+1}(k)} \end{pmatrix} R^{-T} - e_a(j) + \frac{1}{2} \begin{pmatrix} \frac{\partial \sigma(\hat{x}_j(k+1))}{\partial \hat{x}_j(k+1)} \end{pmatrix} \begin{pmatrix} u_j \varphi'(\hat{z}(k)) \end{pmatrix} \right)_{j+1}
\]

Next, defining \(\Xi = \hat{W}_A^T \vartheta(k)\), applying the C–S inequality as well as taking the upper bound of \(\Delta J_1\) reveals
\[
\Delta J_1 \leq -\alpha \varepsilon_{Ai}^T(j) e_a(j) / A(j) + 5 \alpha_{j+1}^2 \left( \frac{\vartheta^T(k) \vartheta(k)}{\vartheta^T(k) \vartheta(k) + 1} \right)^2
\]
\[
+ \varepsilon_{Mi}^T(j) + \frac{5 \alpha_{j+1}^2}{A_{j+1}} \left( \| \Xi \|^2 + \varepsilon_{AM}^2 \right)
\]
\[
+ \frac{1}{4} \varepsilon_{AM}^2 \left( \| \Xi \|^2 + \varepsilon_{AM}^2 \right)
\]

where \(\Gamma^2 = \left\| \frac{\partial \hat{z}_{j+1}(k)}{\partial u_{ij+1}(k)} \right\|_F^2 R^{-1} \| \frac{\partial \hat{z}_{j+1}(k)}{\partial u_{ij+1}(k)} \|_F^2 \| \hat{W}_A \|_F^2 + 4 \varepsilon_{AM}^2 \).
bounds for the identification network parameters \( v_i, \tilde{v}_i, \) and \( \psi'(\tilde{z}_{i+1}(k)) \), respectively.

Now, taking the first difference of \( J_2 \) and substituting the weight estimation error dynamics for the action network (33) reveals

\[
\Delta J_2 = \frac{\alpha_i^2 \vartheta(k)}{(\vartheta(k) \vartheta(k) + 1)^2} \text{tr} \left[ e_w(j) e_w(j)^T \right] + \text{tr} \left\{ 2\vartheta_i(k) \frac{\alpha_i^2 (k)}{(\vartheta(k) \vartheta(k) + 1)^2} e_w(j) \right\}.
\]

Next, we expand \( e_w(j) \) in the second term of \( \Delta J_2 \) using (29) and similar steps as those used to form (32), use the previously defined variables \( \Sigma_i \) and \( \Gamma \), and take the upper bound of \( \Delta J_2 \) to yield

\[
\Delta J_2 \leq \frac{\alpha_i^2 \vartheta(k)(k) \vartheta(k) + 1)}{(\vartheta(k) \vartheta(k) + 1)^2} ||e_w||^2 - \frac{\alpha_i ||\Sigma_i||^2}{\vartheta(k) \vartheta(k) + 1)} \times \left( 2 - \frac{3}{2} \frac{1}{2} \frac{||\dot{\vartheta}(k(k) + 1))||^2}{\vartheta(k) \vartheta(k) + 1)} \right)
\]

where the relation \( ||\dot{W}_i|| \leq W_i \) was utilized.

Finally, using (36) and (37), \( \Delta J = \Delta J_1 + 5\Delta J_2 \) is found to be the expression in Box I.

The first two terms of \( \Delta J \) are guaranteed to be less than zero provided the design parameter \( \alpha_i \) is selected according to the expression in Box II.

Thus, it can be concluded that \( \Delta J \) is negative outside of a compact set revealing the sequence \( J \) to be a decreasing sequence. Since \( J > 0 \) and \( \Delta J \leq 0 \) outside of a compact set, it can be concluded that the action network error (27) and the action network weight estimation errors \( \dot{W}_{i}(j) \) converge uniformly to a bounded region near the origin. The bounds for the errors are given by the expressions in Box III. \( \square \)

Remark 5. For the index \( j \), \( ||\dot{W}_i|| \) is constant since \( \dot{W}_i \) is tuned at each iteration \( i \) not \( j \), but as \( i \) increases, \( ||\dot{W}_i|| \) gets smaller using the least squares tuning law (26). Therefore, the upper bound on \( \eta \) decreases as \( i \) increases. This result makes sense because the action network is tuned using the critic network information. Similar to the results of Theorem 1, the values of the constant parameters used in the proof of Theorem 3 are related to design parameters determined by the user and the inequalities derived above, and on the upper bounds relating to the NN reconstruction error and activation functions. Additionally, the upper bounds of the gradient of the activation functions are easily determined since the activation functions are known beforehand (Jagannathan, 2006).

Next, the stability of the action network is demonstrated under the assumption that the NN reconstruction errors \( e_{vi} \) and \( e_{ni} \) are negligible similarly to the works of Al-Tamimi et al. (2008), Chen and Jagannathan (2008).

Corollary 2. Ideal Action Network Stability: Let the hypothesis of Theorem 3 hold in the absence of NN reconstruction errors. Then, there exists a decreasing, positive definite sequence \( J^* = J^* + 3J^*_i \) where \( J^* \) and \( J^*_i \) are defined similarly to (34) and (35), respectively. As in the proof of Theorem 3, we take the first difference of \( J^* \) and first consider \( \Delta J^*_1 \). Applying similar steps as those used to derive (36), \( \Delta J^*_1 \) in the absence of NN reconstruction errors is found to be

\[
\Delta J^*_1 = -\frac{3 \alpha_{j+1} \alpha_i^2 + \frac{3 \alpha_{j+1}^2}{\alpha_{j+1}}} {\alpha_{j+1}^2} \frac{\partial^T(k) \vartheta(k) + 1)}{\vartheta(k) \vartheta(k) + 1)} \times \left( \frac{2 - \frac{3}{2}}{2} \frac{1}{2} \frac{||\dot{\vartheta}(k(k) + 1))||^2}{\vartheta(k) \vartheta(k) + 1)} \right)
\]

Now, considering \( \Delta J^*_2 \) and applying similar steps as those used to form (37) reveals

\[
\Delta J^*_2 \leq -\frac{3 \alpha_{j+1} \alpha_i^2 + \frac{3 \alpha_{j+1}^2}{\alpha_{j+1}}} {\alpha_{j+1}^2} \frac{\partial^T(k) \vartheta(k) + 1)}{\vartheta(k) \vartheta(k) + 1)} \times \left( 2 - \frac{3}{2} \frac{1}{2} \frac{||\dot{\vartheta}(k(k) + 1))||^2}{\vartheta(k) \vartheta(k) + 1)} \right)
\]

Finally, we observe that as \( i \to \infty \), \( ||\dot{W}_i|| \to 0 \) using the least squares update (26). Thus, as \( i \to \infty \), (38) and (39) are used to form \( J^* = J^*_1 + 3J^*_2 \) written as

\[
J^* \leq -\frac{3 \alpha_{j+1} \alpha_i^2 + \frac{3 \alpha_{j+1}^2}{\alpha_{j+1}}} {\alpha_{j+1}^2} \frac{\partial^T(k) \vartheta(k) + 1)}{\vartheta(k) \vartheta(k) + 1)} \times \left( 2 - \frac{3}{2} \frac{1}{2} \frac{||\dot{\vartheta}(k(k) + 1))||^2}{\vartheta(k) \vartheta(k) + 1)} \right)
\]

and \( J^* \leq 0 \) provided

\[
\alpha_j < \min \left\{ \frac{1}{6} \left( \frac{||\dot{\vartheta}(k(k) + 1))||^2}{\vartheta(k) \vartheta(k) + 1)} \right) , \frac{2 \alpha_{j+1} - \frac{3 \alpha_{j+1}^2}{\alpha_{j+1}}} {\alpha_{j+1}^2} \right\}
\]

Therefore, since \( J^* \to 0 \) for all \( j \) and \( J^* \leq 0 \) as \( j \to \infty \), it can be concluded that \( ||e_{vi}|| \to 0 \) and \( ||\Sigma_i|| \to 0 \) as \( j \to \infty \) revealing the action network errors converge to zero while the action network weights remain bounded in the absence of NN reconstruction errors. \( \square \)

Remark 6. The results of Theorem 3 indicate that only a nearly optimal control law is possible when the NN reconstruction errors are explicitly considered. However, as illustrated by Corollary 2, the NN estimate of the optimal control law converges to the real optimal control uniformly when the NN reconstruction errors are ignored. Although the NN reconstruction errors are often ignored in the literature (Al-Tamimi et al., 2008; Chen & Jagannathan, 2008), proof of convergence for the NN implementations of HDP (22) and (23) are rarely studied.

6. Simulation results

To demonstrate the effectiveness of the proposed approach, the algorithm developed in this work was first implemented on
\[
\Delta f \leq - \frac{5 \alpha_j \| e_w \|^2}{\| (\hat{\theta}^T(k) \hat{\theta}(k) + 1) \|} \left( \frac{1}{5 \left( \| \frac{\partial \sigma(\hat{\xi}_j(k+1))}{\partial \hat{\xi}_j(k+1)} \|^2_F + 1 \right)} - \frac{\alpha_j \alpha_{j+1} \left( \frac{\partial^2 \sigma(\hat{\xi}_j(k+1))}{\partial (\hat{\xi}_j(k+1))^2} \right)^2}{\| (\hat{\theta}^T(k) \hat{\theta}(k) + 1) \|^2_F + 1} - \frac{\alpha_j \theta(\hat{\theta}^T(k) \hat{\theta}(k) + 1)}{\| (\hat{\theta}^T(k) \hat{\theta}(k) + 1) \|^2_F + 1} \right)
\]

where
\[
\eta = \varepsilon_{AM}^2 + (1/2) \Gamma^2 \left( \varepsilon_{AM}^2 + W_{AM}^2 + 1 \right) + \alpha_{j+1}
\]

\[
\alpha_j < \min \left\{ \frac{1}{10 \left( \| \frac{\partial \sigma(\hat{\xi}_j(k+1))}{\partial \hat{\xi}_j(k+1)} \|^2_F + 1 \right)}, \alpha_{j-1} \left( 2 - \alpha_{j-1} \left( \frac{3}{2} + \frac{1}{2} \left( \| \frac{\partial \sigma(\hat{\xi}_{j-1}(k+1))}{\partial \hat{\xi}_{j-1}(k+1)} \|^2 \right) \left( 1 + \| \hat{W}_{vi} \|^2 \right) \right) \right) \right\}.
\]

\[
\| e_w \| < \sqrt{\eta \left( \| (\hat{\theta}^T(k) \hat{\theta}(k) + 1) \| / \left( \frac{\alpha_j}{5 \left( \| \frac{\partial \sigma(\hat{\xi}_j(k+1))}{\partial \hat{\xi}_j(k+1)} \|^2_F + 1 \right)} - \frac{\alpha_j^2 \alpha_{j+1} \left( \frac{\partial^2 \sigma(\hat{\xi}_j(k+1))}{\partial (\hat{\xi}_j(k+1))^2} \right)^2}{\| (\hat{\theta}^T(k) \hat{\theta}(k) + 1) \|^2_F + 1} - \frac{\alpha_j \theta(\hat{\theta}^T(k) \hat{\theta}(k) + 1)}{\| (\hat{\theta}^T(k) \hat{\theta}(k) + 1) \|^2_F + 1} \right) \}
\]

\[
\| \xi_j \| < \sqrt{\eta \left( \| (\hat{\theta}^T(k) \hat{\theta}(k) + 1) \| / \left( 2 \alpha_j - \alpha_j^2 \left( \frac{3}{2} + \frac{1}{2} \left( \| \frac{\partial \sigma(\hat{\xi}_j(k+1))}{\partial \hat{\xi}_j(k+1)} \|^2 \right) \left( 1 + \| \hat{W}_{vi} \|^2 \right) \right) \right) \}
\]

Example 1 (Nonlinear System). The algorithm developed in this work is implemented on an unknown nonlinear system and compared with the work of Al-Tamimi et al. (2008) using knowledge of the system dynamics. Using the quadratic cost function (2) with \( Q(x) = x^T x \) and \( R = 1 \), the nonlinear system
\[
\begin{align*}
x(k+1) &= [x_1(k+1) \quad x_2(k+1)] \\
&= \begin{bmatrix} -\sin(0.5x_2(k)) \\
-\cos(1.4x_2(k)) \sin(0.9x_1(k)) \end{bmatrix} + \begin{bmatrix} 0 \\
1 \end{bmatrix} u(k)
\end{align*}
\]
is considered in simulations. To begin, the identification scheme of Section 3.2 is implemented to learn the nonlinear system dynamics online where ten hidden layer neurons are utilized with the hyperbolic tangent activation functions. The NN learning rate is taken as \( \alpha_s = 0.09 \) while the robustifying adaptation rate was selected as \( \gamma_s = 0.0027 \). Fig. 2 illustrates the results of the online learning phase, and it is observed that the NN identifier successfully learns the nonlinear system dynamics as Theorem 1 predicted.

Now using only the learned system dynamics, the offline HDP algorithm is implemented. The training set is selected from the set defined by \( x_1 \in [-0.5, 0.5] \) and \( x_2 \in [-0.5, 0.5] \) while the action network learning rate was selected to be \( \alpha_{ja} = 0.01 \). Additionally, a sixth order polynomial activation function was used in the value function network. Fig. 3 illustrates the evolution of NN weights for the action and critic networks, respectively, while Fig. 4 shows the NN control input at several different iterations. Examining Fig. 3, convergence of the NN weights is observed, and Fig. 4 shows that at each iteration, the control input is adapting toward its optimal value. The HDP training algorithm converged after 11 iterations.
Next, the HDP algorithm described in Al-Tamimi et al. (2008) was implemented using full knowledge of the nonlinear system dynamics. Fig. 5 shows the difference between the two control policies is observed to be of the order of $10^{-3}$. Fig. 6 shows the state trajectories resulting from $u^*$ and $\hat{u}^*$, respectively. Examining the results, it is observed there is a very small deviation between the two trajectories due to a result of the uncertainty in the nonlinear system and the estimate of $g(x)$ in (16). Collectively, Figs. 5 and 6 demonstrate that the HDP algorithm can be effectively implemented on unknown nonlinear systems by utilizing a NN identifier to learn the complete system dynamics.

### 7. Conclusion

In this work, the optimal control of unknown nonlinear discrete-time systems was undertaken using a two part process: on-line system identification and offline optimal control training. An asymptotic NN identification scheme was proposed to learn the complete plant dynamics online. Then, using only the NN system model, offline ADP was attempted resulting in a novel optimal control law. The proposed scheme does not require explicit knowledge of the system dynamics as only the learned NN model is needed. Proof of convergence for the NN implementation of the action network was provided, and simulation results were presented to verify theoretical conjecture.
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